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SIGNAL HARMONIC ANALYSIS USING THE HFP 2116 B COMPUTER
. Palutan

Research and Technology Laboratory for the Study
of Plasma in Space

1. Introduction /1#

Two procedures are generally used to process data coming
from a physical experiment or from some other source: the first,
deferred in time, consists in storing the data in a suitable
fashion and analyzing them at a second time, making use of rough
systems of calculation, 1f necessary.

The second procedure, 1n real time, allows the data to be
processed at the very moment at which they are produced; thils method
allows the experimenter to observe the evolution of the phencmenon
directly, and to intervene in the instrumentation at his disposal
in such a manner as to obtain the maximum quantity of information.

The techniques of analysis in real time are used in many fields,
from physical measurements to medical applications [1]; the present
work originated as a feasibility study of a system for the analysis
of data coming from an infrared telescope, but the conclusions are
general, and they can be applied to different problems.

The functlon of the analysis time in many applications is
composed of a determlinistic, or signal compeonent, and of a
casual, or ticise component.

In these cases, the first problem of the analysis 1s to
separate the signal from the noise, which can be done with differ-
ent methods,according to the type of signal and the information /2

that is desired.

The second problem is that of studying the properties of the
signal, such as, for example, flow in the time domain or in
that of frequency. The power spectrum constitutes one of the
most important and most useful instruments of analysis for
obtaining the properties of a signal.

In the case of deterministic signals of known form, although
the flow in the frequency domain does not add information to that
obtainable by an analysls in the time domain, 1t is useful to
indicate the most Important characteristics of the signal; however,
if there 1s no preliminary information availlable, e.g. because
the Signal,is‘embedded‘inlthe.npise,.thenlspegtral analysis.is .

*Numbers in the margin Indicate pagination in the foreign text.



indispensable for obtaining the most significant parameters. Only
when the frequency of the slgnal 1s known a priori can different
spectral analysis techniques be used to separate the signal from
the noise, such as, for example, the use of tuned filters.

In the case of casual signals, such as the noise produced
by an electronic device, the power spectrum is of fundamental
importance, since it constitutes the only investigational means
of analyzing the statistical properties of such phenomena.

In the present work, the principle objective is considered
to be detectlon of a deferministic signal embedded in noise, by
means of determination of the power spectrum.

The technlques generally used to determine the power spectrum /3
of a time function are represented in Fig. 1 [2, 3, 4].

In the first diagram (Fig. la), use is made of analog instru-
mentation; the integrator output supplies the amplitude of the
spectrum In the frequency interval corresponding to the passband
of the filter. To obtain the spectrum of a signal, it is necessary
that the Tilter passband flow between two assigned frequency limits
with a flow speed compatible with the integrator time constant;
the spectrum resoluticonis the ratio of the frequency interval
swept and the filter passband.

Figure 1b shows the dlagram for data processing used in the
present work; the analog signal, converted into numeriecal Torm,
1s acquired from a computer that works out the Fourler transform
and the power spectrum of the sample sequence representing the
silgnal, according to the algorithms discussed below.

In the last diagram, the power spectrum is calculated as a
Fourlier transform of the autocorrelation function, according to
the Wiener-Khinchin theorem.

Variance in the results'is diminished by means of an averaging
operatlion, carried out by the integrator in the first diagram and
by the computer in the other two.

The choice of one of the three methods depends on the
particular problem that must be resolved; the analog systems
are more economical than the digltal ones and are the only ones e
avallable in the area .of high frequencies. —

On the other hand, diffusion of small computers had quite
often made the digital processing of signals advantageoqus, due
to the accuracy with which the results are calculated [5, 6].



The cholce between the two digital systems of analysis (Fig. 1b
and lc) depends on the problem being examined; for example, in
the case of an infrared measurement, the interferometers commonly
used supply a n output signal that 1s the autocorrelation of
the input signal, for which the only method of obtaining the
pPower spectrum is that outlined in Fig. lc, in which the first
two blocks, which compute the autocorrelation function, are
substituted by an interferometer.

In general, however, the computation scheme of Fig. 1b is
used, since 1t is faster than that of Fig. 1le¢, inasmuch as it is
not necessary to compute the autocorrelation function.

In every case, the use of these computation schemes together
1s often possible with the same Fourier analyzer, simply by calling
different programs of calculation.

In the present study, the performance and characteristics of

a system based on the HP 2116 B computer, which operates according
to the plan in Fig. 1b, are analyzed.

2. Signal Harmonic Analysis with Digital Techniques

The procedures for calculating the spectrum of a signal by
means of the scheme iIn Fig. 1b will be discussed in detail in
this section. We will examine successively the various processing
steps undergone by the signal, assumed to be ergodic and stationary,
from sampling up to the averaging operation.

2.1. Sampling

Sampling consists in considering the values assumed by the
signal to be continuous in time at determined instants, generally
at constant time intervals (Flg. 2).

The following value is defined as the n=-th sample:

L om N R e - _,

(2.1)
where ¢, 1s the initlal Instant and At is the sampling interval.
The sampling theorem [7] states that the interval At is

linked to band B of the signal by the relation;

ar ¢ — (2.2)



The value f which satisfles the relation: /6

: L
f" = 24t (2.3)

is called the "Nyquist frequency."

For a correct sampling, it 1ls necessary thsdt the signal
band B pe less than the Nyquist frequency fy; this can be obtained
with a sultable cholce of the sampling interval At.

If relation (2.2) is not verified, the phenomenon of allasing
takes place; this is illustrated qualltatively in Fig. 3a.

The very high frequency sinusold, sampled at time intervals
At that are too large, is not distinguishable in any way after
sampling from the very low frequency sinusoid. It is shown that
all the lines at frequency fiy < £ < 2fy are represented by lines
at frequency 2f\§y - f; the spectrum is continuous, and it is
inverted specularly around the frequency fy (Fig. 3b). The
inversion process contlnues also for frequencies higher than 2fy
around the integral multples . of fy.

Once At 1s fixed, on the basis of the signal band and the
characteristlics of the sampling circuit, it is appropriate to filfer
the signal with a low-pass filter with cut-off frequency less than
or equal to fy, so as to eliminate possible components of frequency /7
f > fy, which could alter the spectrum flow because of aliasing.

2.2. Quantization

The signal samples, defined by (2.1), can assume all the values
included in the continuous interval in which function x(t) 1=
defined. The quantization operation consists in assigning the
mean value xx to all the x(t) values included in a certain pre-
determined interval:

L ar ax
5_ ARSI SN < oxp e =2 (2.4)

The amplitude of the quantum Ax depends on the interval X of
definition of x(t), and on the number of bits b available for
representing the function in numerical form. In fact, if a
different value lg assigned to every quantization interval with
b bits, 20 intervals can be enumerated for which Ax is given by:

0 ) X -
AR T ==
.0 | (2.5)



Convertling the aignal into numerical form introduces a
quantization error, glven by:

/& = I'IE (2.6)

In the hypothesis that in the quantization interval (2.%4)
function x assumes all values with equal probability, then the
mean square error due to guantization is given by:

‘x P N

(2.7)

For a large enough number of bilts b, this error has a very
small value as compared to other causes of error introduced in
signal harmonic analysis, chiefly as compared to the noise that is
generally superposed on the input signal. In our case, in which
the conversion takes place with 9 bits, the quantization error will
not be considered, since it is negligible in comparison with the
other errors discussed below.

2.3. Discrete Fourler Transform and Power Spectrum

.For a continuous signal, the Fourler transform is expressed
by the Integral:

e s @0

i e T

which, in the case of signals limited in time in the interval (0,T),
becomes

R(£,7) = x(ry & 22ME 4.
e | (2.9)

/8

/9



When the signal 1s sampled, a discrete Fourler transform (DFT)
can be defined, in a manner analogous.to (2.9):

(2.10)

with N At = T.

One speaks of discrete frequencies such as those defilned
according to the relation:

j ’n'?‘ﬁ? | (2.11)
with k = 0, 1, 2, ..., N - 1.

On the basis of (2.11), (2.10) becomes:

(2.12)

where the first term, generally complex, has been divided by At
for normalization.

From relations (2.11) and (2.3) it is found that the Nyquist /10
frequency corresponds to k = N/2; only the Fourier coefficients
Xk with k < N/2 are independent, while for k > N/2, they are
repeated identically.

The Fourier ccefficients can be used to calculate N/2 lines
of the power spectrum at distance 1/T, by the relation:

o o= AL (2.13)

where !Xklg is the square of the modulus of X-



2.4, Truncation Effect .

A physical phenomenon, described by a function of time .x(t)
can be known only in a finite tlme interval; based on thils con~
sideration, the transform x(f,T) is defined by relation (2.9).

It is important to examine the consequences of truncation of x(t)
in the calculation of the power spectra.

A function x(t) defined in the limited interval (-T/2, T/2)
can be considered the product of a function y(t), defined in the
interval (-=, »}, such thdat x(t) = y(t) in the interval (-T/2, T/2),
and of the function u(t)} such that:

u(t)

B

~T/ust4T/2
1l for f%;;"- (2.14)
0 for = |rlrT 2

1

The function u(t) is called the rectangular window.

The Fourier tvansform of the function x(t) can then be defined
in the following manner:

(2.15)

On the basis of a known harmonlc analysis theorem which
establishes the fact that the transform of a product of two
functions is given by the convolution integral of the two trans-
forms, the following is obftalned:

i
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where Y(f) and U(f) are the transforms of the two functions y(t)
and u(t), and the second term of (2.16) 1s the convelution integral
of Y(f) and U(L).

Let us suppese that the function x(t) is a truncated sinus-
oid, of frequency f,; the transforms of y(t) and u(t) are,
respectively: :



(2.17)

By applying (2.16), the following is obtained: /12

. OX(E,T) = U(f-egﬁ (2.18)

which is represented by the solid curve in Fig. 4, translated
by a quantity f, on the axis of the abscissas.

It can be stated that the truncation effect is thus a resoclu-
tion loss in calculation of the spectrum: in the previous example,
the truncated sinusoid is not represented by a pulse function,
but by a function of the type sin x/x.

In the case of calculating a spectrum beginning with a time
series of N numbers, it is possible to obtain, as has been seen,
N/2 estimates of the spectrum; the frequency resolution is
thus glven by:

(2.19)

An effect that is linked to the choice of the window's
rectangular shape u(t) 1s the presence of leading and trailing
edges with amplitude equal to about 20% of that of the top.
Consequently, the spectrum 1s distorted, and this can make the
intepretation of the data difficult. There exist windows in
which the leading and trailling edges are damped.

One of the most common is that termed the "Hanning," defined
by the expression:

.
ol
Lay

T Green A | for Jels &

(2.20)
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The flow of this function in the frequency domain is glven by
the dashed curve in Fig. 4; the Hanning window offers a
wlder t o p than the rectangular window, and thus less resolu-
tion and better damping of the leading-and trailing edges; the
resultant spectrum is therefore less distorted.

2.5. Varliance in the Spectral Estlimates

A variance is assoclated with each cceoefficient of the power
spectrum calculated by (2.13); this variance wlll he calculated
in this paragraph in order to establish the rellability of the
results obtained with the calculatlon process discussed up to
this point.

From (2.12) and (2.13}, 1t is found that the k-th coefficient
of the power spectrum of a function x(t), defined in the interval
(0,T), is given by:

. o 2 2
| 0(!) - : Ixce,1)| (2.21)
where:
. | .
(2.22)

. X(£,T) -f x(r) o d27fr
\ ’ f

[- ] ; . |

The spectral ccef}igiéﬁfsTégé—ééi&ﬁlated for .discrete values /14
of frequency f, at distance Af = 1/T.

The Fourier transform X(f,T) is a linear operation in the
complex fleld, for which, if function x(t) has a normal distribution,
the real and imaginary components of X(f,T), which are Xg(f,T) and
X7 (f,T), respectively, also have an independent normal distribution.
It results that the quantity: ‘

2 .
X{ft 2 %]

has a known distribution with the name “X2 distribution," where n
is the number of degrees of freedom corregponding to the number
of independent variables in the second term of (2.23). The
average and the variance of a distrlbution X% are, respectively:

‘[I:] 3 Hx: * o

2.24
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It is then found that the relative standard error of each
estimate of the powenr spectrum is gilven by:

e st BT (2.25)
r “x:’ THREE IS n

Substituting n = 2 in (2.25), er = 1 is obtalned; thils means /15

that the standard deviation of an estimate 1Is equal to the expected
value:: of the estimate itself, which 1s unacceptable in the greater

part of the applications.

In addltion, it results from (2.25) that the standard devia-
tion 1is independent of the length of the record; this means that
an increase 1n the number of samples increases the spectral resolu-
tion, i.e. the number of estimates for the same signal band; but
it does not reduce the standard error.

In order to reduce the error in calculating the spectrum, two
equivalentt paths may be followed: complex spectrum averaging can be
carried out, or averaging of contigucus spectral estimates can be
done.

In the first case, it 1s a matter of averaglng a certain
number K of spectral estimates, each obtained from signals observed
for time Ty; the total length of observation time (record length)
is thus: T = KTk, and the final spectral resolution is: Af = 1/Ty.

It is also possible to proceed by first processing the signal
acquired during time interval T, obtaining a resolution Af! = 1/T;
averaging of X contiguous estimates of the spectrum is then carried
out, and resolutlon 4f = KAf' = 1/Ty 1s thus obtained.

In both cases the value of n to be substituted in (2.25) is
n = 2k = 2T+ Af, for which the relative standard error becomes:

/16

B - o (2.26)

From the practical point of view, the first process, which
involves the executlon of complex averaglng, is preferable to the
second, slnce 1t allows the calculations to be carried out on a
constant number of samples, whatever the value of K, and thus to
occupy a fixed, limited part of the computer memory in the data
acquisition phase.

10



3. Description of the System for Calculating the Amplitude 17
- Spectrum
In this chapter the realization of the system for processing
slgnals Iin real time will be discussed in detail.

ATter the desecription of the algorithm of the fast Fourler
transform (FFT), the block diagram of the system (hardware) will
be discussed, and then the programs (software) will be analyzed.

3.1. TFast Fouriler Transform (FFT) [8, 9, 10]

This term indicates an algorithm for calculating the discrete
Fourier transform (2.12), which 1s carried out by a computer in a
period of time that is considerably reduced compared to traditional
algorithms. The introduction of the FFT in 1965 by Cooley and
Tukey permitted the construction of systems for data acquisition
and analysis in real time with digital processing of small
dimensions.

The Fourier transform defined by (2.12) can be written:

(3.1)

=
=
o

where: CaT 2w

!

Two methods exist for the fast calculation of the N Fourler
coefficlents expressed in (3.1), called time decimation or frequency
decimatlon, respectively. They are equivalent from the standpoint
of calculation time; here cnly the second will be described, since
that is the method used in the present work.

To simplify the calculations, N generally 1s considered as an .
integral power of 2, which does not limit the use of the algorithm.

Let the sequence of N numbers Xp be divided into two equal
parts, each of N/2 points, formed from the first half and the
second half of the original geries, respectively; the following
is obtained:

In = *n
Zn =‘Xn+N/2, (3.2)
n=20,1, ..., (N/2-1)

11



(3.1) can then be written in the form:

- J—

NS VTN
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"% nmo o

(3.3)

It 1s convenient to consider the coefficients with even index

(k = 2h) and those with odd index (k = 2h + 1) separately.

In the first case, Eq. (3.3) yields:

p |

"R, =X s I [y vz _cexpi{-j2van )!;j(!'_ﬁ?;;,,“
hr_" 2h . ‘azo n o .
IR B2
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\

with 0 < h < N/2.

This 1s the expression of the Fourier coefficlents in the

series (yp + zp) of N/2 points.

For an odd k (k = 2h + 1), (3.3) becomes:

N/2-1 N o \
'h”?htlz n:o Lyn¢jnew:xn;n(;nvl})]ogp[égzrgaiol)gji]
N/2-1 ‘ ) . S e
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S

with 0 < h < N/2.
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This relation yields the Fourier coefficients of the series
of N/2 points:

(yn - zn)wn

It can be concluded that the N Fourler coefflcients of the
primary sequence xp c¢an be calculated by means of the transforms
of two series of N/2 numbers, each of which is a linear comblnation
of two numbers of the original series.

Figure 5 illustrates the graph of the aperations for N = 8.

For N = 22, this process can be repeated £ times, until the
number of points on which the first transform is operated is
reduced to 2.

The signal flow chart is reported in Fig. 6 for N = 8.

The reduction 1n calculation time obtained by following this
plan is determined approximately by taking into account only the
multiplications, and neglecting the additions and control operations.
Calculation of a coefficient Xp with (3.1) involves the executlon
of N multiplicatlions in the complex fleld; for the integral transform,
the number of multiplicaticons is N2. In the graph in Fig. 6, the
number of multiplications for every step in the complex field is N,
the number of steps is logpN, and thus the total number of multi- /21
plications is NlogoN.

The reduction in calculation time is about 98% for N = 512,
and 99% for N = 1024.

In the graph in Fig. 6, the Fourier coefficients obtained at
the end of the process can be ordered; the order of the Indices
is reversed (blt-reversed), that is to say, in the 1-th position
a coefficlent with 1lndex k 1s found, which is obtained from the binary
number "i" read in the opposite direction.This property makes the reordering
of coefflelents easy. An advantage of this plan is that at every
step the results of processing two polnts can be stored in the
same memory locations that contain the original points no longer
used in the processing; in this manner, a single data vector can
contaln both the Intermediate steps and the final results of the
calculation.

Different data flow charts and a more compléte discussion of
the FFT algorlithm are reported in the works cited.

13



3.2. Block Diagram of the System

The system for data acquisition and processing in real time 1is
represented in Fig. 7. The HP 2116 B computer, equipped with a
memory of 16,000 words of 16 bits, recelves data in numerical form
from the analog—to digital converter and analyzes them, showing the /22
results on the teletype, © n the graphic panel, or the video
terminal.

The signal, produced by a funection generator, is added to
the gaussian noise coming from a nolse generator. The addition
signal 1s next filtered to eliminate frequency components larger
than the Nyquist frequency, and is then converted to numerical
form by the analog-to-digital converter.

The conversion command, supplied by a:-pulse generator, allows
the computer to acquire 100 samples per second, each of 8 bilts plus
one bit for the sign.

After acqulring a temporal sequence of N samples, the computer
carries out processing and shows the results in numerical form on
the teletype, or in graphic form on the video terminal or the
graphic panel.

The procedure adopted does not correspond to that commonly
called "in real time," in which the acquisition of new data takes
place contemporanecusly with processing of the numerical sequence
acquired before; in the system in Fig. 7, the two phases -- data
acquisition and processing -- are consecutive. This procedure
is sSlmpler from the standpoint of programming, and it does not
restrict the results obtained if the hypothesis is made that the
input signals are stationary, that is, the statistical parameters
which characterize the sighals themselves do not undergo variations
in time.

On the other hand, if a fast converter is not available, the /2
acquisition time 1s greater than the processing time; thus 1t doces
not appear to be necessary to modify the system, because 1t would
operate in real {ime.

3.3. Structure of the Program

The maln system control .program, written in BASIC language, for
all the data acquisition and processing operations calls some sub-
routines in ASSEMBLER language which operate on whole numbers,
in order to decrease the calculation times.

14



The flow chart of the main program is shown in Fig. 8.

During the 1nitisglizing phase, the number N of samples to
be processed is supplied to the program, and then, once the
sampling period is fixed, the time T of observation of the signal
(record length); in addition, the values of the function

are computed and stored, with which 1t is possible to construct
function WXn, defined by (3.1), for any value of k and n.

Another initial parameter of the program 1s the number of
spectra that must be averaged to improve the statistical reliability
of the results, as was seen in Par. 2.5.

It is found from (2.26) that the variance in result is, in /24
fact, inversely proportional to the root of the number of averages;
and 1n particular, an increase in the number of processes carried
out should correspond to a decrease in the signal/nolse ratio.

After initilalizing, the system can acquire the first sequence
of N samples.

The Fourier transform of each sequence is first computed
with the FFT subroutine, and the amplitude spectrum, with the POWER
subroutine; the AVERAGE subroutine carries out averaging of this
spectrum with the others computed before.

Data output can appear on the teletype, the video terminal,

or the graphic panel; 1f the analysis 1s not finilshed, the program
returns to the data acquisition phase.

3.4. The FFT Subroutine

The FFT subroutine computes the Fourler transform of a
temporal series of data using the algorithm described in Par. 3.1,
following the graph in Flg. 6.

It is deduced from this figure that the fundamental iterative

operation for calculating the FFT is substitutlion for a pair of
complex values Xp and X, a new palr, defined as:

Kb = Kn * % (3.6)

15
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X = .(Xm = _Xn)w (3.6) /25

n+l
where wk‘is the k-th value of the N-th root of unity (3.1).

Let us consider how the moduli of the numbers vary after
operation (3.6); a flrst indication is given by the expression:

LSRR LR (3.7)

which indicates that the mean square value of the moduli increases
by a factor of /2 after each o?eration. On the other hand, from

(3.6) it is found that for [X | .. = |X | .. the maximum values of

the moduli of the numbers in the first term of (3.7) are:

= et X
mel max n+l max” m max

Ix_ | =ix | (3.8)

The preceding considerations are very important. In fact,
all data processing is carried out with whole numbers which have
a dynamic of 15 bits plus the sign; it 1s thus necessary to check
that the results of all the arlthmetic operations will not surpass
the capacity of the computer's registers, i.e., in other words,
that an "overflow" situation is not set up which would completely
falsify the processing results.

This check can be made in the following manner: /26
-- dividing the result of each iterative operation by 2 (3.6);

in this way, as can be seen from (3.8), an overflow can

no longer take place.

-~ checklng that in the course of processing [Xﬁ[ < 1/2 C 1s
. .always the case, where C is the maximum_capacity of the
arithmetic register (in our case, C = 215):; if this
takes place, the calculation of Xy+1 does not produce
overflow; on the contrary, all the terms intervening in
the calculation of X431 are divided by 2 before initiating
the arithmetic operations.

-~ proceeding as In the previous paragraph, but with |Xy| < C;
if an overflow takes place during calculation of Xm+1», the
results of the processing already done and to be done in
the course of the iferation must be divided by 2.
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The first method is the most simple but the least accurate; the
second was adopted In the FFT program, since it allows a rather
simple check of the overflow, with loss of only 1 hit of information
in the final result. The third permits utilization of the entire
capaclty of the registers, but it 1s the most complex to program.

If 1t is borne in mind that the data are acquired with an
accuracy of 8 blts plus the sign, that the number of iterations
is nine, corresponding to N = 512, and that the arithmetic
reglsters of the computer have 15 bits plus the sign, an overflow
can be checked in the last two iterations; the checks carried out
for the program proved to be suited to 'yield the correct results /27
by appropriate scaling of the results.

The error introduced by this overflowchecking operation was

calculated, and it is seen that other causes of error, such as
those discussed in Par. 2.5, welgh largely on the final result [11].

3.5. Amplitude Spectrum

With the FFT subroutine, the Fourier coefficlents X; of a
temporal series of N numbers are obtalned. Representation of
the real and imaginary components of these coefficients supplies
all the information obtainable with the harmonic analysils of a
signal. At any rate, representations are usually used that make
the interpretation of the data simpler, such as the power
spectrum and the phase spectrum, the Nyquist and Bode graphs, etc.

In our case, we chose the representation of the amplitude
spectrum, which permits immediate visualizatlion of the frequency
composition of the signal, even if 1t does not contain phase
information.

The single power spectrum coefficient 1s defined by (2.21) and
(2.23):
2] (3.9)

The POWER subroutine computes the coefficlents of the amplitude
spectrum, defined as;

’ Ix | = ["rzu v x2 . (3.10)

in such a way that the components of the small signal can be better
visualized with respect to the maximum; a very simple relationshipo
exist? between the two spectra, which can be found from (3.9) and
(3.10}.
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The root extraction operation on the second term of (3.10) is
carried out by the POWER program in an approximate manner, sSo as
to reduce the calculation time [12].

The approximate root of a number N can be calculated by
making use of the approximate binary logarithm of N, in which
linear interpolation between two consecutive values of the
characteristic is substituted for the true mantissa . (Fig. 10).

Given a number N, written in the form:

N = 2K(1 + x) (3.11)

with 0 < x < 1, the approximate binary logarithm is defined by
the expression:

" [a0s, "']‘ = kyx (3.12)

The approximate root of N 1s found by dividing the approxi-
mate logarithm by 2:

* e E /29
[Log, //]" = = -~ (3.13)
and inversely applying the approximation used to find (3.12):
B ‘ k .
B (L M A S 25 (3.1%)
Calculation of (3.14) requires few simple logical operatlons
on the computer, as compared to calculation of the root of N with
the traditional algorithms.
The relative error introduced by (3.14) is given by:
* oo Lx
- [oN (Le)™m 23] (3.15)

£ = —— s

N B (l+x)

This error 1ls cancelled for x = 0, and it is always negative
in the other cases; in addition, it increases in modulus for x
tending toward 1. The maximum is obtalned by substituting x = 1
in (3.15), and is @qual to about 6%.
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In practice, for i distributed uniformly in the interval 0 to 1,

an Iindication of the mean error is obtained by substltuting x = 0.5
in (3.15); a relative average error of about 2% is obtained.

3.6.  Averaging

The AVERAGE subroutine carries out the averaging operation on
all the amplitude spectra, calculated according to (3.10). The /30
averaging operation discussed in Par. 2.4 is carried out according
to the relation:

- tx, | ®(JI-1)¢lX- |
1'3-1 ,
%l s ~ — (3.16)

where the indices J and (J - 1) represent the number of averagings
carried out on the i-th component, that is, the number of acquisition
and calculation cycles completed by the main program (Fig. 8).

3.7. Memory Capacity

The computer memory, which has a capacity of 16,000 words of
16 bits, is subdivided in the following manner:

Basic compiler 5000 words
Input/output system 2500 words
FFT subroutines 800 words
Data matrix 1500 words
Video matrix 500 words
Free memory 5700 words

The length of the data matrix depends on the number of samples
that are processed in every acquisition and calculation cycle; it
1s equal to 3N, and in the table above, therefore, it is calculated
for N = 500. The dimensions of the data and video matrices are
specified in the maln program, and they can thus be changed with
great ease; the FFT programs operate with any value of N whatsoever,
provided that it is an integral power of 2. /31
The control program ls different according to the processing
that one wishes to carry out on the data, and thus its length can
also vary within the limlts of the free memory zone. .. |
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4. Experimental Results - /32

In this paragraph, the results of the tests carried out on
the system 1n Fig. 7 are discussed; this simulates a signal source
at different levels of the slgnal/noise ratlo. The results are
shown 1n the form of output on the graphic panel and printed on
the teletype. The video terminal was used chiefly in the phase
of setting up some programs, such as fast data output.

The signals used for the tests are the square wave and
the rectangular pulse. The theoretically calculated amplitude
spectra of these two signals are shown in Fig. 11. The spectrum
of the square wave 1s made up of lines corresponding to the odd
harmonics of the fundamental, with the amplitude in relation to
the fundamental given by:

A /A, = 1/n (4.1)

The amplitude spectrum of the rectangular pulse, of duration
T/8, contains all the harmonics, with amplitude variable in
accordance with Fig. 11b.

Figure 12 shows the amplitude spectra of a square wave with
a fundamental frequency of 5 Hz, sampled with a period of 10 msec,
and filtered at the Nyquist frequency (50 Hz).

The number of samples processed is 512, and the record length /33
is 5 sec; resolution turns out to be about 0.2 Hz.
The ordinate scale 1s calculated in the following manner.
One 1inch corresponds to an amplitude of 7000; since the analog-to-
digital converter has an accuracy of 8 bits plus.the sign, and a
base scale of 1 V, there corresponds to each inch a value of
the spectral component (in V/vHz) equal to:
rc7000.2  2at i 2 5,672 .1 if'- .
(e - 551 = [tzr.0)” 1 :o0arwak (8.2)

This value can be multiplied by 2 or 4 if there was an
overflow in the FFT calculatiocon, with consequent reduction in scale.

Figures 1l2a and 12b show the filtered square wave and the
spectrum wlthout nolse. The presence of the 11lth and 13th
harmonics (55 and 65 Hz) 1s noted; they are spread out because
of aliasing; in fact, the low-pass filter whose cut-off frequency
is equal to the Nyqulst frequency does not completely eliminate
the harmonics nearest the cut—off frequency. '
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In Fig. 12c¢, the same square wave is embedded In the noise,
with a signal/nolise amplitude ratio equal to 0.6. In the single
spectrum (Fig. 12d), only;the first and third harmonic are
recognizable; after ten averagings, which reduce the variance by ‘
a factor of 3, the fifth harmonic is also visible, with a signal/ /34
/noise ratio equal to about 0.1.

The same series of measurements was repeated, putting the
low-pass filter at the cut-off frequency of 25 Hz, s¢ as to
eliminate the allasing effect. As a consequence, the nolse spectrum
1s also modified (in Figs. 13d and 13e). With a signal/noise
amplitude ratio equal to 0.9, the fifth harmonic begins to be
identifiable at the tenth averaging.

Figure 14 shows the results of the Hanning window operation
test. The signal is a square wave filtered at 25 Hz, 1lke that
in Fig. 13a. The scale of the ordinate is 0.12 V//Hz per inch
in this test.

The amplitude spectrum of the signal obtained without using
the window is shown in Fig. 1l4a, and that obtained with the window,
in Fig. 14b. The results foreseen theoretically (Par. 2.4), i.e.,
a decrease in resolution and a contemporaneocus, clearer defintion
of the spectral lines, were verified experimentally, althoughithe
differences do not seem to be remarkable.

Figures 1l4c and 1lde show the spectra of the same slgnal
embedded in noise, with 8/N = 0.65, after the first and the 30th
averaging, without the use of the window.

The same processing was repeated using the window, and the
results are shown in Figs. 14d and 14r.

The results do not permit a conclusion to be drawn as to
whether or not the window 1s useful. /35
In Figs. 15, 16 and 17, the same tests are repeated, substi-=
tuting for the sgquare wave a rectangular pulse with fundamental
frequency 5 Hz and duration equal to about 1 octave of period
(T/8): the test results do not differ substantially from those
obtained previously.

The system's processing time, defined as the sum of the data
acquisition time and the time of calculation of one spectrum,
including the time for calculation of the spectral averaging, is
shown in Table 1. The data output times have been excluded, for
all of the terminals provided for. .
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TABLE 1.

Number of Samples Acquisition Time Calculation Time
512 5.1 sec 2.4 sec
256 2.5 sec 1.1 sec

The acquisition time depends on the sampling .period, in our
case fixed at 10 msec; with the use of a fast analog-to-digital
converter, this time can be reduced to a negligible fraction of
the calculation time.

The calculation time indicates the limit of the system as
regards the frequency response. In fact, for a system in real
time, in which acquisition and processing occur contemporaneously,
if N is the number of samples and T the calculation time, the
maximum sampling frequency is given by:

~
{A)
O

|

fc = N/T

and the signal band is half of fp. In our case, with N = 512, the
sampling frequency is about 200 Hz, and the signal band can thus
be 100 Hz.

To Increase the speed of calculation, and therefore the signal
band, the commercial Fourler analyzers are equlipped with fast
arithmetlc units connected to a standard computer and designed
with:the speciflic purpose of carrying out the FFT; in this way,
calculation times on the order of a few msec are obtalned, as are
signal bands of a few tens of kHz [13].

™~
Ly

5. Conclusion

The main purpose of thls work was to study the feasibility
of a system of data acquisition and processing in real time, using
a small computer. It is known that for some time very elaborate
systems have been avallable on the market, as regards both the
hardware and the software for digital analysis of data in real time;
but because their cost is high, such systems are justifiable only
in particular cases in which their use would be extended in time
and where other, more economical systems (such as, e.g., analog)
cannot be substituted.

The results ohtained with the present work show that if a
sultable computer and the standard laboratory instrumentation .
are avallable, 1t l1s possible to construct a system that carries
out some particular operaticons with performance comparable to that
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Of.the digltal Fourler analyzers. The path followed to attain
this objective was the preparation of a library of programs of
data acquisition and analysis that can be called by a maln program
which can change, according to necesslityy and which serves as an
operative system to control the whole apparatus.

Some possible developments of the present system are easy to
point out.

As far as the hardware is concerned, 1t is clear that per-
ceptible advantages could derive from the use of a fast analog-to-
dlgital converter: there are instruments on the market suited to /38
this use with relatively low costs, and with high frequency of
conversion (e.g., 50 kHz and greater). An instrument of this
type could reduce the data acquilsition time to negligible values,
and thus raise the signal bands analyzable in real time: in the
case of stationary signals, the analysis could be extended to
the maximum frequencies compatible with the speed of the converter, by
separating the two phases of acquisition and processing of the
signals.

Improvements in the software are possible, for example,
extending the library of programs that can be called by the main
program. For example, 1t can be useful to caleulate the auto-
correlation function of a signal,making use of the autocorrelation
definition itself, and then to caleculate the power spectrum by
applying the Wiener-Khinchin theoremn.

It is possible to consider processing two signals together,
by means of the cross correlation functions or the crossed spectral
density.

In every case, further developments in the analysils programs
are linked to the type of application foreseen; thus 1t does not
appear convenlent to consider a system of general use based
exclusively on a program library without contemporaneous development
of speclal hardware components to be connected to the computer,
1n order that the system will be fast and easy to use.

The fact was stressed above that the two phases of data
acquisition and processing are successive; a modification is -/
possible to make them contemporaneous, In the sense that the cal-
culation is carried out on a group of data acquired previously,
while continulng the acquisition of new data, by means of the
machine's "interrupt" system. It is possible to modify the
programs in thls manner relatively easily; it should be noted
that in the case of nonstationary signals, it is Indispensable to
analyze the data In real time, since 1t is  incorrect to neglect
components of the data sequence.

—_—
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A further possibility that can be puf intce.practice with
little effort 1s to make the system adaptable to the spectral
analysis of data acquired previously (e.g., data coming from
satellites), and recorded on magnetic tape. It would thus be
possible to analyze a large amount of data in a short time,
without making use of rough systems of calculation.

In conclusion, 1t can be observed that a large number of
problems can be confronted and resolved by a2 relatively economical
digital system. The i ever.: greater diffusion of small processers
makes it ever more pressing to study systems with the purpose of
carrying out signal analysis in real time, even 1if analog systems
remaln indispensable, especlally in the analyslis of high-frequency
signals; they are often convenient due to thelr simplicity and
their low cost. The analysis of each individual problem must
suggest, on the basis of technical and economic considerations,

the most suitable method of resolving it, and the instrumentation /40
best adapted for reaching the proposed obJective.
Acknowledgements /41
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-~ Appendlces
Appendix A specifies the calls from BASIC to the programs
that make up the Fourler analyzer library.

Appendix B shows the list for the maln program of system
control (MAIN), in BASIC language, and the list in ASSEMBLER of
the FFT calculation subroutline. The flow charts of these two
programs are in Figs. 8 and 9, respectively.

~
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Appendix A:  Program Libhrary

|

1. FFT - PFast Fourier transform

CALL (50, N, L, K, B, D(1,1), E(1,1), W(1), &)

N - number of samples

L - logaoHN

K=20 - direct transform; K = 1 -~ inverse transform

B =12 - length in bits of the words of vector W

D(1,1) - data matrix; at the beginning, contalns the data

acquired from the outside; at the end, the real
component of the Fourler coefficients.

E{1,1) -~ data matrix; at the beginning, cleared; at the
end, contains the imaginary component of the
Fourier ccefficients.
The dimensions of D and E, specified in the
maln program are:
DIM D(2,b), E(a,b)
with a*b = N/2.

W(l) - vector containing the values of the function
cos(2mn/N) |0 < n < N/4|, multiplied by 2B
(B = 12) and transformed in integrals.
DIM W(a) with a = N/8.

S - Scale factor; must be cleared at 1nput.

2. AVERAGE - Complex spectrum averaging
CALL (51, N, '¢c(1,1), A(1,1), R(1,1), J, 81)

N - number of samples
C(1,1) = matrix of the spectral averages
DIM C(a,b) with a¥b = N/}
A(1,1) - matrix of single spectrum
DIM A(a,b) with a¥*b = N/2
R(1,1) - matrix of inverse indices
DIM R(a,b) with a¥*b = N/2
J = number of calculation cycles
S1 - scale factor.
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ZERO - Matrix zero setting
CALL (52, N, AQL,1)) .00

N - matrix length

A(1,1) = matrix to be cleared

DIM A(a,b) with a¥p = N/2.

WINDOW - Hanning window
CALL (53, N, D(1,1), W(L))
The parameters have the same significance as in the FFT call.
REVERSE - Calculation of inverse indices
CALL (54, N, R(1,1)
SAMPLE - Data acquisition
CALL (55, N, D(1,1).
The parameters have the same significance as 1In the FFT call.
FOWER ~ Calculation of power spectrum
CALL (56, N, D(1,1), E(1,1), A(1,1))

The parameters have the same significance as in the FFT and
AVERAGE calls.



338
S48

DIM VIIE28B.2]
DIM AfG4.4)2CLE4,.2)
DIN DLéar4).EL64.4)
DIM WL6A)sREE4:4])
DIM PIBI,OCAJsNE4)2LIA)D
CALL C11.Vi1+13a51R)
CALL ¢14.M1?
CALL C(41.1)
CALL tap.X,Y?
CALL €a3:XsYs=2)
LET Mé=xl
LET M7ai@
LET MB8=3D
REIM
RIM TNITTALIZATION
PRINT "NoO OF SAMPLES AND LOG N";
INPUT N»lL1
LET Fa=3p
PRINT "AVERAGE NQs" -
INPUT M
LET B=tp
REM cAIC COSINES AND INVERSE INDICES
e0SuUB Soep
CALL (S4,NRLI1 D)
REM ZERO SETTING
LET NE=sN/2
LET Si=®
CALL (SZ2.,N2,AL11 D)
CALL C(S2.NCLCL1,11)
REMFFT-@3) PS5~}
LET Ni=i
REMHANN= ]
LET Winmg
REM
REM ACQUISITION
FOR Jet TO M
CALL (52.,N:DL1.1 YD)
CALL (SZsNsALLIL1 D)
CALL (SR.NLECL1,i D)
CALL (55,N:DL1,1))
CALL C1,1L.X2)
1V X2 »= 8§ THEN 468
I1F J#) THEN 448
LET Z=}
LEY Z28»8
S03UB s088
IF Wi=@ THEN 3588
CALL €33.,NsDI1213.WC83)
REM
REM CALCULATION
LET 52sp
LET Xi=@

CALL (S8.N,L1.,K1:BsDL11 1oBC1 21208 30000
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%%8 LET 33s=§5)1-52

S&8 LET NI=PsN

ST CALL €56 NI»DT1,1).EC1,115A0121 D)
S8 CALL t51:N.C(1+11-:A4L14) J»RE1110J233)
408 1IF 53 »= [ THEN 790
¢10 LET S1w=52

7880 REM

714 REMPRINT QUY

728 CALL C1,15:X2

738 IF X »= 8 THEN BR@
T4 GOSUB &89

808 REM

81€ REM VIDEG OJT

a2e CALL t1.14.X1)

. @838 IF X3 »= # THEN %028
B4 GOSUB TOBE

908 REM

918 REM PLOTTES

928 CALL €1.,11.%3)

e300 1F X3 »= © THEN 1829
932 1F J=M& THEN 946
934 I J=MT7 THEN 948
936 [IF JsME THEN %48
238 GOTO 1928

948 RENA PLOT OUT

1888 LET 2Zm~1

tels GOSUB BA8S

1028 NEXT J

1130 CALL (1.8.X40)

1148 1IF X4 >= B THEN A0
1158 GOTO 158

4008 IXEM SAMPLING

4016 LET Bi=2e(16~L1)

4828 1ET Al=]

4028 LT F1=2+3.141598F/188
4048 KT Nash/a

4943 ET 180

49as 1ET 19s1

_48%¢ OR I=1. TO N STEP 4
4868 .ET F3sFieC1-1)

4065 OR J9=1 T0 4

48070 .ET PCJ91sAI#SINCF3) e}

4875 LT FasF3+F}

4000 EXT J9

4085 (F 18=1 THEN 4094

4087 ALL (38,PC11.DLI9.11.43
A% KT 18=)

409 70T0 4118

4094 CALL CIBLPLLIL0CI9 . Jad)
4096 LET 189

4098 LET 19=]9¢])

4118 NEXT 1

4120 REITURN

~
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3N
3018

5000
S048
0%
060

6358
(Tl ]
asm™

REM COSINES

LET NAwN/A

LET T=2ul.14159/N
FOR I=1 TO NaA STEP 2
LET T)=aTel{l~1)

LET T2x=TleT

LET PL1IsCOSCTI)*ReE
LET PC2aCOS{TR2IeRB
LET 13=Cley)/72

CALL CI0.PL1 I.NL133.2)
NEXT 1

RETURN

REM

REM PRINT OUT

PRINT "SCALE"; 51

LET N8=N/8

FOR I=1 TO NB

CALL €331,Ct1,13sL{11,4)
FOR 11=1 TO a

PRINT LLI1 X

NEXT 11

PRINT

CALL €1,15.X)

IF X »= 8 THEN 6130
NEXT 1

RETURN

REMW VIDEO

LET NG=N/8

IF N1>@ THEN T6D8
G0TO 760D

REM POWER SP.

LET Xé&=0

LET N&6=S12/N

FOR I=t TO NS

CALL (31:CLI-13:PL12:4)
FOR K6=1 TO 4

LET Xé&sX6+N6

LET Y6=PLKE)/18DB+18
CALL (12,X6,Y6)

NEXT Ké

NEXT 1

CALL (1,14,X1)

IF ¥1 »= @ THEN TROS
8070 7780

CALL (14.,M2)

CALL (15,M1.,M2)
RETURN

REM PLOT

LEY X=YxB

FOR I=) TO 3

LET Y=Y-.5

CALL C43,9.,Y.8)

CALL CA43,a1aY»2)
CALL (AJ:,B,Y 8]

NEXT 1
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30

seece
8098
8100
g110
si2e
31
8148
8150

CALL (AJ,8.,-2:-2)
1F I=~} THEN 8118
CALL C43.8:1,~-J)
LET XaYap

FOR Ie)] TO S

LETY X=X+#.5

CALL €(43,X,.0,.8)
CALL C43:Xase1:R2)
CALL (43.,X%.8,2)
NEXT 1

CALL (43.0.,0.:.3)
LET NB=N/8

LET Xa=Y=d

LET DS=(SIR/N)] .08000L~-0R

iF Z==1 THEN 8220

LET DS=P.5¢D5S

FOR 1l=1 TO NG

IF Z=«1 THEN 8290

LET CS5=2%8

LET Cé=8

CALL €¢31.DL1,13.PL1).8)
GOTO 8a%0

LET CS5=7008

LET Cé=4

CALL €31.CC1-1)0,PL10,40)
GOTO 8399

FOR I11=) TO Cé&

LET Y=P(I$1)/CS

CALL (A3,X,Y.2)

LEY Xsx+DS

IF X>2.5 THEN 83500
NEXT 11

NEXT 1

IF Z==} THEN 8368

LET X=3

LET Y=.73

LET RY=8tdO

LET R8sN

GOTO sséep

LET X=3

LET Y=1,73

LET R9=8618

LET RB2J

CALL (45:,XsY»+123,0.,R9)
LET Yuy=.25

LET R9=R9+]

CALL (4S5:XsYse128:R®)
LET X=X+.4

CALL C44,XsY»s«1:0,R8)
LET A=2.2

LET Y=~-.13

IF Z=-1 THEN 8710

.



89468
s*™

8974
8973
8976
8977
8?7
sy0e
9%

LET Re=l

LET X»2.95

SO0TO 80

LET Ros¥F

CALL (44,X,Ys+]1,0,R8)
LET XuXe¢.)

LET R9=RYe+}

CALL (A45,X:Y++128.RY)
REN DATA RECORD
REM N=

RINSEC

REMPOWER SPECTRUM
REMAY=

REMMZ

IF Ze-1 THEN 8788
CALL (4Q,0:-1:-2)
IF m=1 THEN 8972
1F r2a3 THEN 8968
CALL (43,0:+=+5+~))
LET ZIRsZRey’ :
6O0TO 6989

CALL (43,T7+9:5,-3)
LET ZRwp '
IF net THEN 8989
IF Z2=8 THEN 8977
CALL C43,T7s4:5,~3)
LET Zf=@

G0TO B9389

CALL C(43,8-,=+5%,~3)
LET ZE2aZge+)

RETURN

END
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one
nor
noe
noe
NOP
NOP
NOP
NOP
NOP
NOP

JSB ENTR»1

DEF W

CLA
STA 1NDOV

STA SCA
CLA-1NA
STA Wi
DLD N»1
JsB 1F1X
NOP

STH NNN
sTE WY
LS

STB NE
OLD L3l
Js8 1FIX

NOP
cmb . 108
Y8 L
DD 1B.1
JS8 1FIX

NOP
sT8 1817

CLA
STA BITIN
LDA INDOV

SZALRSS

2P OK1

CLA

STA 1MDOV
1Sz SITIN

1SZ 3CA
LDA 8
STA Wl
ALS

STA M2
LDA N1
ARS
STA W1
LDA N8
ARS
STA W8
CHA» INA
STA W
oA M

.
\

REAL BUFFER
INAG BUFFER
o BUFFER

CLEAR OVF 1MDEX
AND SCALE FACTOR

Nl =N

N =N

FOR Ls1 TOLIL

181710 C18)
CLEAR BITIN
OVF 1NDEX ZERO?
vis$

Y

BITIN=]
SCA =3CA*}
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FOR W=} TO Nl
MI=MI*NR

1Ju=-Ni
1=8

FOR I»1 TO N1
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IRAD
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1,1
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(]
STA 1,1
132 1CONT

FLOAT.]

1DA=IDIe1WR+IDR1N]

1Irt
103=1D8

104=-1D1
orT
1D3=-102
1D4s1D1

103=101
1DA=1DR

REALCIT)=1S]

REALCI14N1)=103

INAGCI 1) =S8

IMAGC] ) +N1)wIDA
wEXTI

NEXT W

NEXT L.
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Pig. 2. Sampling of a continuous signal.

a) b)

Fig. 3. ©Uncorrected sampling. Inversion of the
spectrum {(aliasing).

Fig. 4. Transform of the rectangular window (solid line)
and the Hanning window.
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Fig. 5. Calculation of the Fourler transform of a series
of N numbers with two transforms of N/2 numbers.
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Fig. 6. Diagram of the calculation of the FFT for N = 8.
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Fig. 11: a) Amplitude spectrum of a square wave.

b) Amplitude spectrum of a rectangular pulse.
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d) Average of 30 spectra of
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